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#### Abstract

Transient locomotion is still poorly understood in terms of planning and implementation on robotic platforms, with most research concentrated on steady-state motion. In this letter, we investigate optimal rapid acceleration (positive and negative) maneuvers of a planar numerical quadruped and biped robot. The question we ask is whether legged robots should transition through discrete, intermediate gaits (walking to trot to bound) or plan a direct transition to the top-speed gait. We present numerical evidence supporting the energetic optimality of transitioning to a desired gait without intermediate gait transitions. Trajectories were generated from rest to steady state and vice versa. Two cost functions (cost of transport and a heat-based cost function) were analyzed and compared to observations made in nature. A full 30-m trajectory was generated and compared to the acceleration and deceleration results, which further supported transitioning directly to the desired gait. All the trajectories were observed to follow a sliding mass template model which, in future, can be used as a heuristic to plan these transient maneuvers.


Index Terms-Legged robots, optimization and optimal control, under actuated robots.

## I. Introduction

LEGGED robots will need to be agile in order to operate robustly outside the lab. However, rapid acceleration (and transient locomotion in general) has not been thoroughly studied in robotics. It has been shown that trajectories generated using trajectory optimization methods require less energy than the SLIP (spring loaded inverted pendulum) based Raibert controllers [1] which are prevalent in the literature. The trajectory optimization literature has largely been focused on analyzing different gaits (footfall patterns [2], [3]) and their energy efficiency (in terms of cost of transport, CoT) at different velocities in legged robots [2], [4], [5].

The current robotic literature often uses simplified models that reveal the centre of mass (COM) motion for steady state gaits (such as the SLIP model [6], [7]). However these templates designed for steady-state motions will not hold when they are applied to rapid acceleration maneuvers. These models often

[^0]have massless legs [3], [6], point mass bodies [3], [8], infinite friction with no foot slipping [5], [6] and sometimes have infinite power for their actuators [9]. Further, these optimizations are often seeded with gait patterns [5], [7] or have the foot contact order enforced [2], [3], [5], [6]. Therefore the motions that are generated do not naturally emerge from the optimizer. Presently, there is an ongoing debate on when and how a robot should change its gait pattern [10] (gait transition ${ }^{1}$ ). Some robotic studies [2], [4] have achieved acceleration by slowly increasing the forward velocity until a certain Froude number is reached, that is in the region of attraction of the new gait, and then switch to the new gait controller. These transitions are often done by optimizing different portions of the trajectory and stitching the results together [11] (effectively forcing a gait transition as a combination of discrete, intermediate gaits ${ }^{2}$ ). In some cases acceleration is achieved by stitching two gaits together using polynomials [11]. However a complete trajectory from rest to top speed has not been optimized to see if these gait transitions (with slowly increasing forward velocity) naturally emerge. A similar study has been performed where human subjects were told to slowly increase their walking speed until it was more comfortable to run [12]. The aim was to determine the speed where gait transitions occur, however energy efficiency was not measured.

One can turn to nature for a possible answers to the question: Should multiple gait transitions be used when rapidly accelerating? From observing video footage along with the relevant literature on the cheetah (Acinonyx jubatus) [13] and greyhound (Canis familiaris) [14], [15] during transient locomotion, it is evident that from rest they accelerate straight into a gallop and do not use any intermediate gaits such as walk and trot to get there. In humans, Long and Srinivasan[16] performed experiments where subjects were given a stop watch and were told to cover a fixed distance to arrive in a fixed time. It was noted for long time periods the subjects walked the entire distance, for shorter time periods the subject performed a combination of walking and running (multiple gait changes, with one transition from rest to walk and walk to run being optimal) and for short time periods the subject ran the entire distance, accelerating straight into the run gait.

[^1]This raises some questions:

- Is it energetically optimal to rather accelerate straight to the highest speed gait instead of performing multiple intermediate gait transitions?
- Is there a template or heuristic that can be used to plan these non-steady energy optimal acceleration trajectories?
The focus of this letter is to provide insight into these questions by generating energetically optimal trajectories for rapid acceleration that naturally emerges without prescribing contact order. Here we show that multiple intermediate gait transitions are not energetically optimal and only the highest velocity gait is required for a legged robot to accelerate. Additionally, we demonstrate that across both bipeds and quadrupeds a reduced order (template) model for transient locomotion emerges. We believe that this model could potentially be used for long-timehorizon motion planning.

This letter begins by describing the models and experimental method in Section II which includes the details of the trajectory optimization techniques employed. The results and discussion are then presented in Section III and IV. A detailed explanation of the emerging template and how it can be used is presented in Section IV-A. The letter ends with the conclusions and future work described in Section V.

## II. Method

In order to analyze these transient motions, trajectories were generated and analyzed to determine the optimal method for rapid acceleration and deceleration. Energy efficiency is an important objective in robotics [17] and two different energy based cost functions were analyzed and compared. As rapid transients often occur in time-constrained environments, the maximum time to perform these maneuvers was varied to gain insight into how time effects these maneuvers.

Two different models were optimized and the results were compared for similarities and trends emerging between legged morphologies. The models are planar (constrained to the sagittal plane) and include a biped and a quadruped as seen in Fig. 1. The literature supports bounding in planar quadruped robots ${ }^{3}$ [18]. The equations of motion were calculated using Euler-Lagrange dynamics (in the form of the manipulator equation) as follows:

$$
\begin{equation*}
\mathbf{M}(\mathbf{q}) \ddot{\mathbf{q}}+\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}}) \dot{\mathbf{q}}+\mathbf{G}(\mathbf{q})=\mathbf{B} \tau+\mathbf{A} \lambda \tag{1}
\end{equation*}
$$

where $\mathbf{q}$ are the generalized coordinates (with absolute angles for each rigid body). $\lambda$ is the ground reaction forces and $\tau$ are the generalized torques from the actuators.

Steady-state trajectories (a run for the biped and bound for the quadruped, at an average centre of mass velocity of $5 \mathrm{~m} / \mathrm{s}$ ) were first generated for the biped and quadruped robot. Then acceleration trajectories were generated from rest to the apex of the respective steady-state trajectory (where $\dot{z}=0$ ) in a constrained maximum time and vice versa for the deceleration

[^2]

Fig. 1. The two models (quadruped and biped) that were investigated for this research are shown above. The motion of interest was the rapid acceleration and deceleration phases. The aim of the study was to investigate these transient motions and to gain insight into how these motions are performed in robotic platforms. The main focus is to determine if it is energetically optimal to jump straight into the highest speed gait or to perform multiple intermediate gait transitions.


Fig. 2. As the transient motions (rapid acceleration and deceleration) were of interest, it was decided to break the trajectory (long-time-horizon trajectory) into three phases. These phases included the acceleration, steady-state (limit cycles so that multiple trajectories could be stitched together) and the deceleration phase, as seen in the above figure. This allowed for smaller and more accurate (more finite elements) problems to be solved and then the results were stitched to form the long-time-horizon trajectory.
trajectories. A number of experiments were run for different maximum time periods $(T)$.

These acceleration and deceleration trajectories were then stitched to the steady-state trajectories. These stitched trajectories made a complete run starting and ending at rest with an acceleration, steady-state and deceleration phase in the motion as seen in Fig. 2. This ensured that the robots accelerated and decelerated to and from a feasible gait. Two different cost functions were optimized, the cost of transport (CoT) cost function (J1) ${ }^{4}$ and a heat based torque squared cost function (J2).

$$
\begin{equation*}
J_{1}=\int_{t=0}^{T_{\text {total }}} \frac{\tau(t)^{2}}{x_{\text {final }}} d t \quad J_{2}=\int_{t=0}^{T_{\text {total }}} \tau(t)^{2} d t \tag{2}
\end{equation*}
$$

[^3]where $T_{\text {total }}$ is the maximum transition time and $x_{\text {final }}$ is the final distance covered. For the steady-state trajectories, 10 trajectories were generated and the optimal (in terms of CoT) was chosen. Then 5 acceleration and deceleration trajectories for each cost function were generated for a number of different time periods ( $T \in[2,3,4,5,6]$ seconds). The optimal CoT and heat cost trajectories, for each time period, were chosen and analyzed. By having a single steady-state step (only the CoT cost function was used to generate the steady-state step), the transient trajectories had the same start and end points allowing the effect of the different cost functions to be isolated.

These trajectories were generated using trajectory optimization methods. Trajectory optimization is a mathematical tool used to solve complex nonlinear problems that are required to satisfy a number of constraints and bounds, while minimizing a specified cost function. This is achieved by varying the decision variables between their respective bounds, until an optimal solution is found. All trajectory optimization problems follow a general framework that is well described in the tutorial by Kelly [19]. The constraints and bounds, along with the problem set-up is detailed below.

## A. Constraints

To help the solver find a kinematically feasible trajectory, there are a number of constraints that are enforced. These guide the solver to a solution and are described below:

1) Direct-Collocation: Each state trajectory was discretized into $N$ time periods (finite elements) using polynomials. $N$ varied according to what was being optimized ( 50 for the steadystate steps and 150 for the acceleration and deceleration trajectories). The trajectories are represented using a Runge-Kutta basis with $K$-collocation points [20]. In this case 3 point Radau (with an accuracy of $h^{2 K-1}$ ) was used to solve the differential equations, (1), at the selected points in time [20], [21].

The time between the end points (mesh points) of the elements was governed by the following constraint:

$$
\begin{equation*}
0.5 h_{M} \leq h_{i} \leq 2 h_{M} \tag{3}
\end{equation*}
$$

where $h_{i}$ is the time period for the $i^{t h}$ finite element and $h_{M}$ is set to $T /(N) . T$ was varied according to the time bounds of the task that was being optimized (see Section II-A6).
2) Contact-Implicit Optimization Method: To avoid limiting non-intuitive solutions, a gait pattern was not enforced (for the acceleration and deceleration trajectories, however it was enforced when generating the steady-state trajectories). Contact-implicit optimization methods [22] allow the optimizer to determine the best foot contact order for a given trajectory. These methods have shown to be a vital tool in studying locomotion [23], [24]. Recently, orthogonal collocation has been applied to contact-implicit optimization, which has significantly increased its accuracy [20]. This method does require a large number of complementarity constraints that can be found in [22] equation (8) to (16). All contacts were modelled as an inelastic collision [1], [22] and slipping was modelled using a coulomb friction model [22]. In order to solve these inherently difficult complementarity constraints, the $\epsilon$-relaxation method [25] was
used as follows:

$$
\begin{gather*}
\alpha_{i}^{\prime} \beta_{i}^{\prime}<\epsilon \\
\alpha_{i}^{\prime}=\sum_{j=0}^{K} \alpha_{i j} \quad \beta_{i}^{\prime}=\sum_{j=0}^{K} \beta_{i j} \tag{4}
\end{gather*}
$$

where $\alpha_{i j}$ and $\beta_{i j}$ form the two parts of the complementary constraints for the $i^{\text {th }}$ node and $j^{\text {th }}$ collocation point and $\epsilon$ is a relaxation parameter. These variables are summed across the collocation points and evaluated at the mesh point (instead of ever collocation point, drastically simplifying the problem).
3) Joint Angles: Due to the use of absolute angles, constraints on the relative joint angle were used to limit the motion of the limb to a feasible range as follows:

$$
\begin{align*}
& \text { lower bound }<\theta_{\text {hip }}-\theta_{\text {spine }}<\text { upper bound }  \tag{5}\\
& \text { lower bound }<\theta_{\text {knee }}-\theta_{\text {hip }}<\text { upper bound }
\end{align*}
$$

The knees were allowed a relative rotation of $100^{\circ}$ and the hips were allowed a relative rotation of $180^{\circ}$. Similar constraints were applied to the relative velocity of the limbs.
4) Motor Model: In order to limit the power of the robots, a simple motor model (representing a linear torque-angular velocity relationship) was implemented which limited the available torque according to the relative velocity of the limb as follows [26]:

$$
\begin{equation*}
-\tau_{\max }-\frac{\tau_{\max }}{\omega_{\max }} \omega \leq \tau \leq \tau_{\max }-\frac{\tau_{\max }}{\omega_{\max }} \omega \tag{6}
\end{equation*}
$$

5) Initial and Terminal Conditions: The initial and terminal conditions varied according to the problem being optimized as follows:

- Steady-state trajectories: The initial conditions were left unconstrained (except for the vertical velocity, $\dot{Z}$, being forced to zero for the apex point). The terminal conditions were set to equal the starting values through constraints (except for the horizontal position, $X$ ) to ensure periodicity.
- Acceleration trajectories: The initial conditions were set by constraining the first point to be the rest configuration of the robot with zero velocities. The terminal conditions were enforced through constraints to match the apex of the optimal steady state trajectory ( $X$ was left free).
- Deceleration trajectories: The initial conditions were set by constraining the first point to the apex of the steady-state trajectory. The terminal conditions were enforced through constraints to match the rest configuration of the robot with zero velocity ( $X$ was left free).

6) Maximum Transition Time Constraints: For the acceleration and deceleration trajectories, an upper bound on the maximum transition time was enforced. This meant that it had to complete the acceleration/deceleration phase within a prescribed time. This was enforced using the following constraint:

$$
\begin{equation*}
\sum_{i=0}^{N} h(i)<T \tag{7}
\end{equation*}
$$

where $T \in[2,3,4,5,6]$ seconds.

## B. Bounds

Bounds are applied to all decision variables in order to restrict the search space. These bounds were chosen carefully in order to not eliminate any non-intuitive solutions. The decision variables available to the optimizer are as follows:

$$
\begin{equation*}
d e c \operatorname{Var}=[\mathbf{q}, \dot{\mathbf{q}}, \ddot{\mathbf{q}}, \boldsymbol{\tau}, \mathbf{h}, \boldsymbol{\lambda}, \text { slack }] \tag{8}
\end{equation*}
$$

where $\mathbf{q}$ (and its derivatives), $\boldsymbol{\lambda}$ and $\boldsymbol{\tau}$ form part of the equations of motion, (1). In order to solve the complementarity constraints, a number of slack variables are needed [22]. Variables that are not bounded through constraints are bounded sufficiently high so as to not eliminate any viable solutions.

## C. Solver Set-Up and Seed Generation

Due to the complexity and non-linearity of the problem that needs to be solved, there is no guarantee that the solver will find an optimal solution the first time it is run and may get stuck in the many local minima. Therefore to increase the likelihood that the solver will find the true optimal result, a number of optimization problems were run from a randomly generated starting point (called a seed point) and the best solution was used as the optimal solution. These seed points are generated using uniformly distributed random numbers between the bounds of the decision variables.

However, a number of heuristics were employed to improve the convergence rate and time [20], [27]. One such method was to only randomize the generalized coordinates of the robot and to set rest of the decision variables to 0.01 [28].

Another was to solve the seed point iteratively, each time adding more constraints, with the cost function set to a fixed value and the required tolerances being set fairly low [20]. Once all constraints had been added, the solver was warm started with tighter tolerances and the actual cost function, (2), being minimized.

Due to the complementarity constraints from the contactimplicit method, the $\epsilon$-relaxation technique was employed [25]. Initially, $\epsilon$ was set to 1000 and the problem was solved iteratively, 8 times, with each iteration $\epsilon$ was divided by 10 . As soon as an optimal solution could not be found for one of the iterations, the seed was abandoned and the next seed point was run. After 8 successful solve iterations, the complementarity constraints, (4), were considered satisfied $(\epsilon=1 E-4)$ and the solution was saved [25]. GAMS (General Algebraic Modelling System) [29] software along with the IPOPT [30] solver was used for the optimization.

## III. Results

The results are divided into two sections. These are detailed below and include the acceleration and deceleration trajectories. Animations of the results can be found here: https://youtu.be/QhJD2Es7UlU

## A. Acceleration Trajectories

The optimal acceleration trajectories for the biped and quadruped for each time period were analyzed and the COM


Fig. 3. The acceleration COM velocity plots for both models and both cost functions are presented for two time periods: 2 seconds and 6 seconds. For the longer time periods the CoT results are seen to perform a gait transition and a walking gait emerges before accelerating to the highest speed gait. For the heat based cost function, the robots were observed to stay at rest until the last moment and then leap straight into the highest speed gait.


Fig. 4. Bar graph of the COM velocity of the different acceleration time periods (for both models and CoT cost function) reveals how as the time period increases, more time is spent at lower speeds for the CoT trajectories. This matches results in [16]. The $Y$ axis represents the number of node points corresponding to the velocity range ( $X$ axis).
velocity plots for the shortest (maximum transition time of 2 seconds) and longest time (maximum transition time of 6 seconds), for both cost functions can be seen in Fig. 3.

A walking gait naturally emerges (one foot always on the ground) for the CoT trajectories for the longer time period ( 6 seconds). A bar graph showing the velocities for the acceleration maneuvers for different time periods for the CoT trajectories are shown in Fig. 4. This shows that as the time increases more time is spent at lower speeds. For the CoT acceleration trajectories with a maximum transition time of 6 seconds, the robots remained grounded (walking) until the biped reached $2.3 \mathrm{~m} / \mathrm{s}$ and the quadruped reached $1.7 \mathrm{~m} / \mathrm{s}$. This resulted in the biped walking for $80 \%$ of the time and $81 \%$ of the time for the quadruped.

## B. Deceleration Trajectories

The optimal deceleration trajectories for the shortest (maximum transition time of 2 seconds) and longest time period (maximum transition time of 6 seconds), for both cost functions can be seen in Fig. 5. Once again the walking gait emerges for the CoT trajectory with a long time period. For these trajectories the


Fig. 5. The deceleration trajectories COM velocity plots for both models and both cost functions for the time period of 2 seconds and 6 seconds are shown in the above graph. For the CoT a walking gait emerges before decelerating to rest. For the heat based cost function the robot decelerates to rest and remains stationary for the remainder of the time.


Fig. 6. Bar graph of the COM velocity of the different time periods (for both models and CoT cost function) shows how as the time period increases, more time is spent at lower speeds. Once again matching results in [16]. The $Y$ axis represents the number of node points corresponding to the velocity range ( $X$ axis).
biped began walking at $1.7 \mathrm{~m} / \mathrm{s}$ and quadruped from $1.37 \mathrm{~m} / \mathrm{s}$. This resulted in the biped walking for $92 \%$ of the time and $93 \%$ of the time for the quadruped.

A bar graph showing the velocities for the deceleration trajectories for different time periods for the CoT cost function are shown in Fig. 6. The bar graph reveals that as the time increases, more time is spent at lower speeds.

## IV. DISCUSSION

A number of acceleration and deceleration trajectories were generated and stitched to the optimal steady-state trajectory for both the biped and quadruped robot. Two cost functions were optimized over different time periods. The acceleration and deceleration trajectories required multiple steps. The biped requires 10 steps to accelerate and 3 steps to decelerate. The quadruped requires 8 steps to accelerate and 3 steps to decelerate. However these were considered as a single transition as no periodic limit cycle behaviour was observed during the transition. These transitions from rest to the highest speed took approximately two seconds (compared to approximated 0.3 seconds for the complete steady-state step).

The results revealed some interesting trends across the two models. In both models, for short time periods the robots launched straight into the desired high speed gait (or straight
to rest for the deceleration trajectories) and did not perform intermediate gaits as is often done in the robotics literature [4], [32]. Similar results were revealed when studying animals, such as the cheetah [13] and greyhound [14], [15], where the animals jump straight into their highest speed gait when rapidly accelerating.

As the time period increased, a walking gait emerges in the CoT trajectories, until the last moment where the robots launched straight into the desired gait. We call this walking gait the slowest walk, as it is the slowest optimal gait that emerges. The same motion occurred for the deceleration trajectories, where the robot immediately decelerated to the slowest walk and then at the last moment it stopped in a rest configuration.

Studying the slowest walk, which naturally emerges as the energy optimal solution for long time periods, it was observed that the walk remains at a roughly constant velocity and does not slowly increase before transitioning to the new gait pattern. Studies on humans walking on treadmills have shown that increasing your walking velocity significantly increases metabolic costs [8], which reveals that remaining at a constant speed, like the slowest walk, is optimal. Often in the robotics literature the velocity will be increased to a set Froude number where it will be in the attraction region of the new gait's limit cycle [2], [33], then transition to a different gait's controller, which, as shown in these results, is not optimal.

Multiple combinations of intermediate gaits could have been enforced using constraints and compared to the above results to determine the optimal trajectory. However this was circumvented by using contact-implicit optimization methods.

Intuitively, for the heat cost functions the robots would stand stationary and at the last minute leap to the desired gait. Similarly, for the deceleration task, it would decelerate to rest as soon as possible and then stand stationary for the duration of the time period, which naturally emerged.

For all the results, the robots would leap (either from rest or from the slowest walk) to the desired gait and would not perform multiple intermediate gait transitions. There is a concern about the required power output to achieve these trajectories as this power must be provided by the power source and actuators of the robot. The mechanical structure must also be capable of transferring this power from the actuators to a forward velocity. Previous studies have shown that transient motion requires special design considerations [23], [31].

In order to determine what naturally emerges from the optimization without stitching multiple trajectories together (enforcing steady-state locomotion), a full trajectory (long-timehorizon trajectory, with $N=300$ ) was optimized where the robot had to start and end at rest and travel a fixed distance ( 30 m .) in a fixed time period. The COM velocity plots can be seen in Fig. 7. These results validate what is observed in the acceleration and deceleration trajectories, where the robots are seen to accelerate straight into the highest velocity gait and decelerate straight to rest.

To validate the need for these complex optimization methods (contact-implicit optimizations with allowed foot slipping) the effective coefficient of friction, $\lambda_{x} / \lambda_{z}$, was calculated (for a biped acceleration trajectory) and is shown in Fig. 8. It was


Fig. 7. Note how the acceleration and deceleration phases of the above COM velocity plots for the biped and quadruped long-time-horizon trajectories closely relate to the results in Fig. 3 and 5, with the robot accelerating straight to the highest velocity gait. These trajectories took much longer to converge (over 4 hours) compared to the quick stitching results (each phase took about 15 minutes). Due to the size of this problem, only 300 node points were used whereas for the stitched results, 150 nodes were used for each transient phase and 50 nodes for each steady-state step, improving the resolution and accuracy of the stitched results.


Fig. 8. The effective friction during an acceleration trajectory for the biped robot reveals that it often clips at one, indicating that the foot starts to slide. This shows that infinite friction and enforcing a no-slipping condition are not valid assumptions and these contact-implicit optimization methods need to be implemented.
observed to often clip the maximum surface coefficient of friction (set to 1 in these optimizations). At this point, the foot was slipping.

## A. Significance to Robotics

From analyzing the COM velocity plots for the long-timehorizon results (Fig. 7) and the stitching results (Fig. 3 and 5), one can see indications of "bang-coast-bang" like control emerging in these maneuvers [34]. Bang-coast-bang is most iconically attributed to a minimum time control of a sliding mass with an external horizontal force being applied in the presence of viscous friction [28].

In [28] it was shown that a sliding mass profile emerged when optimizing a simple monopod model for long-time-horizon trajectories and it was hypothesized that this template may hold for other, more complex models. The velocity plots from the above results all reveal the sliding mass template. The profile is followed during the gait transitions (from rest to top speed, from rest to walk and from walk to top speed) for the acceleration and deceleration phases and thus holds for both complex models.


Fig. 9. The sliding mass profile compared to the long-time-horizon velocity plot shows that this single degree of freedom model accurately predicts the velocity profile for these rapid transient maneuvers. The template can be used as a heuristic to plan these maneuvers and will enable online real time planning.

The sliding mass model obeys the following dynamics:

$$
\begin{equation*}
\ddot{x}=\frac{F(t)-c \dot{x}}{m} \tag{9}
\end{equation*}
$$

where $F(t)$ is the time varying applied force, $c$ is the viscous friction, $m$ is the mass of the sliding mass and $\dot{x}$ is the horizontal velocity of the mass. The velocity profile is shown in Fig. 9 and is compared to the long-time-horizon velocity plot. The applied force was hand-tuned until the sliding mass model fitted the velocity profile of the long-time-horizon trajectory.

In terms of robotics, these results are significant when generating trajectories and controllers for rapid acceleration or deceleration maneuvers. The use of the simple template as a heuristic will allow for much faster long-time-horizon trajectory planning capable of running in real time with lower level PD controllers used to control the limbs to track the velocity set-point generated by the sliding mass template.

## B. Significance to Biology

It is encouraging that these results match observations made in nature, which therefore indicates that animals are inherently minimizing a CoT cost function when performing these rapid maneuvers. Animals are seen to jump straight into the highest speed gait and avoid multiple gait transitions due to the cost of transitioning [16], which matches observations made in these results.

Similar biological observations were made in [16] where human subjects had to cover a fixed distance in a fixed time. It was noted that when the time was short the subjects ran the whole distance, accelerating straight to the running gait, matching results achieved in this letter. [16] also noted that when a cost was included for gait transitions, it was optimal to make only one transition.

## V. Conclusion and Future Work

In this letter we have demonstrated that it is energetically optimal to accelerate from rest straight into the desired gait and to avoid multiple intermediate gait transitions. Results showed that it is energetically optimal to move at the optimal speed of the
gait and to avoid slowly increasing the speed to a certain Froude number to initiate a transition. The sliding mass template model was observed to always emerge and can therefore be used as a heuristic to plan these maneuvers.

It is encouraging that these results emerged from trajectory optimizations that made use of complex realistic models that did not fix the foot contact order and allowed for foot slipping. Further, these trajectories emerged naturally from random seed points and were not seeded with a gait pattern.

Energy optimal gaits (CoT and heat based cost) were a focal point of this research as minimizing transportation costs is a fundamental goal towards achieving autonomy in robotics [17]. There is copious evidence from studies based on models [35] that minimizing energy costs is a high priority for locomotion in legged robots. Two questions were proposed in this letter and are answered as follows:

- Is it energetically optimal to rather accelerate straight to the highest speed gait instead of performing multiple intermediate gait transitions? Our results support the hypothesis that it is indeed energetically optimal to accelerate straight to the highest speed gait and these results emerged from contact-implicit optimizations.
- Is there a template or heuristic that can be used to plan these non-steady energy optimal acceleration trajectories? The sliding mass template naturally emerges for all the gait transitions for both models and can be used as a heuristic for real-time planners.
Future work will include exploring whether these results will extend from planar models to 3D.
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[^1]:    ${ }^{1}$ Gait transition: transitioning from one periodic discrete footfall pattern to another. For example: transitioning from a bound to a gallop independent of the velocity.
    ${ }^{2}$ For example optimize the discrete intermediate walking and running gaits, and then stitch them together (rest to walk and then walk to run) to form the complete acceleration trajectory.

[^2]:    ${ }^{3}$ It is hypothesized that this is partly due to the fact that it is a planar model and it is suspected that galloping requires an actuated spine [6] and we further hypothesize that a model that can roll its spine in the frontal plane might also be required.

[^3]:    ${ }^{4} \mathrm{~J} 1$ is not a true CoT and is a heat based cost normalized by the distance travelled. However it is proportional to the non-dimensional cost of transport.

